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Can we find the causal direction between two random variables without temporal precedence 

information?  How can we figure out where latent causal variables should be and how they are related?  In 

our daily life and science, people often attempt to answer such causal questions for the purpose of 

understanding, proper manipulation of systems, and robust prediction under interventions. Accordingly, 

finding causality and making use of it is an essential problem in scientific discovery and engineering.  

 

Traditional causal discovery approaches [1], such as the PC algorithm and GES, mainly focus on finding 

causal relations among measured variables, even in the presence of latent confounders (see, e.g., the FCI 

algorithm). However, in a wide range of real problems, we even do not know what the causal variables are 

or they are not measurable. That is, measured variables (e.g., image pixels values, insurance claims, and 

survey responses) are often reflections of the underlying causal variables involved in the generating process, 

but not the causal variables themselves. For instance, in psychometric studies, the answer scores to 

questionnaire questions are not directly causally related, but generated by the underlying mental conditions, 

which might be causally related to each other. Causal representation learning aims to reveal the underlying 

high-level hidden causal variables, their causal relations, and how they are causally related to the measured 

variables [2]. It can be seen as a special case of causal discovery. 

 

To achieve reliable causal discovery and causal representation learning, two issues are to be addressed. One 

is to formulate what footprint or constraints causality leaves in observational data; the other is how to 

guarantee that the estimated result is consistent with the underlying causal process.  Interestingly, the 

modularity property of a causal system implies properties of minimal changes and independent changes in 

causal modules, and we show that instantiations of such properties make it possible to recover the 

underlying causal representations from observational data with identifiability guarantees: under appropriate 

assumptions, the learned representations are consistent with the underlying causal process up to certain 

types of indeterminacies.  

 

More specifically, in this talk, we consider various settings corresponding to the three axes of the causal 

representation learning problem, including whether the observed data are independent and identically 

distributed (i.i.d.), whether there are parametric constraints (e.g., linear models) on the causal influence, 

and whether a large number of latent variables are allowed. In each setting, we report to what extent the 

underlying causal model can be recovered from measured data. For instance, with i.i.d. data, in the linear 

case, one can uniquely recover the whole causal structure, including causally-related latent variables, in the 

non-Gaussian case [3]. The conclusion still holds true even if the latent variables do not have any measured 

variables as indicators [4]. In the Gaussian case, one can recover the equivalence class of the latent 

hierarchical causal structure from measured data [5], which contains the so-called measurement model as a 

special case [6].  

 

It is interesting to note that causal presentation learning further nicely benefits from violations of the i.i.d. 

data assumption: if we have temporal data, it is even possible to recover the underlying latent causal 

processes from their arbitrary nonlinear mixtures [7]; similarly, nonstationarity or heterogeneity of the data 

also makes it possible to recover the underlying latent variables from their nonlinear mixtures [8], which 

has immediately implications in transfer learning and unsupervised data generation or image-to-image 

translation with identifiability guarantees [9]. Applications of the identifiability theory and developed 

methods will also be given. 
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