Notes for Meeting 2

Framewor ks and Metaphors for Intelligent Systens



Conput er Science as an Enpirical Discipline

Newel | and Sinon (1976) nake sone inportant clains about our field:

Conputer science is an enpirical discipline, rather than a branch
of mat hemati cs.

It is a science of the artificial, in that it constructs artifacts
of sufficient conplexity that formal analysis is not tractable.

Instead, it nust study these conputational artifacts as though
they were natural systens.

Thus, it formul ates hypotheses and col |l ects evidence that supports
or detracts fromthem

In this article, they propose two hypot heses based on their founding
work in list processing and artificial intelligence.



Laws of Qualitative Structure

The aut hors introduce the notion of laws of qualitative structure,
whi ch are crucial for the devel opnent of any scientific field:

- the cell doctrine in biology

pl ate tectonics in geol ogy

the germtheory of disease
- the atom c theory of matter
Conput er science also has a need for such high-Ievel principles.

They propose two such laws, one related to nmental structures and
anot her and the other to nental processes.



What is a Physical Synbol Systenf
Newel | and Sinon introduce the notion of a physical synbol system
- Synbol s are physical patterns that rermain stable unless nodified.
- Synbol structures or expressions are organi zed sets of synbols.

- A physical synbol systemincludes processes for creating, nodifying,
copyi ng, and destroyi ng synbol structures; these let it:

- Maintain structures that designate other objects or processes.
- Interpret expressions that designate such processes.

These ideas are agnostic about the nature of the physical patterns;
they can arise in neurons, in silicon chips, or as marks on paper



The Physical Synbol System Hypot hesis
Newel | and Sinobn al so present an inportant claimabout such systens:

- A physical synbol system has the necessary and sufficient nmeans for
general intelligent action.

- They enphasi ze general intelligence here, such as humans exhibit,
rat her than specialized abilities.

- Research on the sufficiency side is associated with the field of
artificial intelligence.

- Research on the necessity side is associated with conputationa
nmodel s of human cognition

This is a theoretical claimthat is subject to enpirical tests, but
evi dence to date generally supports it.



Devel opnent of the Hypothesis

Four historical developnents in the 20th Century led to the Physica
Synbol System Hypot hesi s:

- Studies in formal |ogic and synbol manipul ation
- Turing nmachines and digital conputers

- The concept of a stored program

- List processing and | anguages |ike IPL and Lisp

Later work on conputing systens that designated and interpreted synbol
structures built on these advances.



What is List Processing?

Newel | , Shaw, and Sinmon introduced list processing in 1956. This involved
three key ideas:

- Dynami c menory structures and nechanisns to alter them
- Data types and operations for different types
- Designation and mani pul ati on of synbol structures

These support abstraction of structures and processes beyond the specific
hardware on which they are inpl emented

They denonstrated these ideas in IPL, the first |ist-processing |anguage,
al t hough Lisp soon becane nore widely used.



Why is List Processing |Inportant?

This new framework was inportant to Al’'s devel opnent because it coul d:

Encode arbitrarily conplex structural descriptions
- Create new structural descriptions dynamcally

- Use such structures to designate other structures
- Intepret these structures to produce behavi or

As we will see, each of these abilities plays a crucial role in the
construction of intelligent systens.



Pr obl em Sol vi ng and Symbol s Systens
Human intelligence includes the ability to solve novel problens.
How can we find solutions when we do not already know the answer?
- This is the Meno Paradox from Pl ato.
We can separate the generator of candidate solutions fromthe test.
- This division elimnates the apparent paradox.

This requires the ability to represent candi date solutions and to
search through the resulting probl em space.



The Heuristic Search Hypothesis
Newel | and Sinon propose a second | aw of qualitative structure:

A probl em sol ver represents candi date solutions as synbol structures.

Pr obl em sol ving occurs by generating/ nodi fying these structures.
- The probl em sol ver tests each candidate to determ ne acceptability.
- This continues until the problem solver finds a solution

They include the term "heuristic" because, practically, an intelligent
system cannot afford to search nobst probl em spaces exhaustively.



Representing and Interpreting Problem States

Bef ore a system can search a problem space, it nust encode states
or situations in that space

Physi cal synbol systens have the representational capabilities
needed for this purpose.

The system nust al so be able to generate new problem states from
previ ous ones.

The dynam c character and interpretability of physical synbol
systens |let them support this capacity as well.

Interpretability also enables the ability to determ ne whether a
problem state satisfies the test and thus sol ves the probl em



Mtigating the Conbinatorial Explosion

Al t hough the synbol structures that define a problem space nmay be
quite small, the space itself nay be very large

In many cases, the nunber of states grows exponentially with the
nunber of steps fromthe initial to solution state.

One key facet of intelligence lies in the ability to search such
spaces sel ectively rather than exhaustively.

Intelligence lies in the ability to use heuristic know edge about
regularities in the space to limt or even elimnate search

The term"heuristic" is viewed with disdain by sone researchers
but it is central to understanding the mnd.



The Logi ¢ Theori st

In 1956, Newell, Shaw, and Si non devel oped the Logi c Theory Machi ne,
the first running Al program

This system proved theorenms in the propositional cal culus, finding
proofs that differed fromthose in Russell and Wit ehead.

The Logi ¢ Theorist denonstrated the use of |ist processing, heuristic
search, and goal -directed reasoni ng.

It would difficult to overestinmate the systenis inpact on the new
field of artificial intelligence.



Representation Selection in Problem Sol ving

Newel | and Sinobn note that a key step in probl emsolving - probl em
formulation - involves creating the probl em space.

This requires the systemto select a representation for problem
states that make up the space

Deci si ons about problemrepresentati on can have a nmgjor inpact on
solution difficulty (e.g., the nutil ated checkerboard).

One can view sel ection and revision of problem spaces as a hi gher
formof heuristic search

However, there has been very little research done on this topic.



Summary

Newel | and Si non neke broad clai ns about the nature of intelligence:

1.

Conput er science and Al are enpirical disciplines that involve
studyi ng the behavi or of conputational artifacts.

Physi cal synbol systens are necessary and sufficient for genera
intelligent behavior (the physical synbol system hypothesis).

Probl em sol ving i nvol ves heuristic search through a space of states
encoded as synbolic structures (the heuristic search hypothesis).

They incorporated these ideas into the Logic Theorist, the first Al
system and they provide a foundation for all that has foll owed.



Assi gnnents for Meeting 3
Synbol i c Processing and Lisp

For the next neeting, read the course notes:

- Nau, D. (2008). Introduction to Lisp. Conmputer Science Departnent,
Uni versity of Maryland, College Park.

- Hall, M (1994). Basic Lisp overview Conputer Science Departnent,
Johns Hopkins University, Baltinore, NMD

Li sp has been one of the nost influential and w dely used | anguages
in the history of artificial intelligence.

The framework clarifies nany of Newell and Sinon's clains about
physi cal synbol systens.



