Notes for Meeting 13
State-Driven Probl em Sol vi ng



A Definition of Problem Sol ving

We have seen how a cognitive system can use procedural know edge to
handl e familiar tasks, but not how it handl es NOVEL tasks.

We can fornulate the abstract task of PROBLEM SOLVI NG as:
- Gven: Acurrent situation for a real or inmagined environnent;
- Gven: A specification for sone desired situation; and

- Gven: A set of operations for changing situations and
constraints on their use;

Generate: A situation that satisfies the specification and
(optionally) a sequence of operations that produces it.

The ability to solve UNFAM LI AR problenms of this sort is one of
the hal Il marks of human intelligence.

St udi es of problem solving have played a central role in the
devel opnment of Al and cognitive science.



Pr obl em Sol vi ng and Pl anni ng

The tasks of probl em solving and plan generation are simlar but
not identical in that the forner:

- does not always involve physical actions over tinme
- does not require creation of conplete plans
- does not need to occur solely in the agent’s nind

Thus, planning is an inportant type of problem solving but not
the only form

Anot her inportant class of problemsolving tasks invol ve DESI GN



Thr ee Hypot heses about Probl em Sol vi ng

As we have seen, Newell and Sinon (1976) neke inportant clains about
the nature of intelligent systens:

1. The physical synbol system hypothesis. Physical symbol systens
are necessary and sufficient for intelligent behavior

2. The heuristic search hypothesis. Problem solving invol ves:

a. Search through a space of synbolic structures that represent
candi dat e sol utions;

b. Search is nodul ated by heuristics that guide the process in
promi sing directions.

These assunptions formthe basis for nany Al systens and conputationa
nmodel s of human cognition



The Notion of a Probl em Space

Newel | and Sinon’s second clai mrevol ves around the i dea of a PROBLEM
SPACE, which one can specify in terns of:

(a) a representation for candi date states;

(b) an initial state fromwhich to start the search

(c) operators for produci ng new states from exi sting ones;
(d) a test for whether a given state solves the probl em

Together, these elenents inplicitly define a set of possible states,
one of which nmay satisfy the test and sol ve the problem

Thi s basic schenme can be used in many di fferent ways that depend on
choi ces for these four dinensions.



Heuristics for Probl em Space Search

Most probl em spaces are conbinatorial in nature, with the nunber of
candi date states growi ng exponentially with search tree depth

However, a problem solver can use HEURI STICS to guide this search
t hese can take one of two forns:

- Synbolic rules that specify when to prefer, select, or reject an
an operator, goal, or state;

- Nuneric evaluation functions that the relative desirability of
states, goals, or operators.

Both types of heuristics are typically specific to application donain.

E.g., chess masters are good at chess because of domai n know edge t hat
I ets them focus heuristically on a small set of noves.



Di nensi ons of Probl em Space Search
Approaches to problem solving differ along three inportant di nmensions:
- Direction of search (forward from states, backward from goal s)
- Search reginmen (e.g., depth first, breadth first, greedy, sanpling)
- Techni ques used to select states, goals, and operators
One nust al so deci de whether the probl em space incl udes:
- partial state that are not candi date sol utions
- only conplete states that are candi date sol utions

The latter is referred to as repair-space search or "local" search



Al ternative Search Regi nens

One can organi ze probl em sol ving behavi or using different schenes:

heuristic depth-first search
best-first search (including A*)
heuristic beam search

greedy search

iterative deepening

iterative sanpling

These techni ques nake different demands on nenory and explore the
search space in distinct ways

Most bear little relation to problem solving as observed in hunmans.
E.g., chess players use a nethod known as PROGRESSI VE DEEPEN NG



State-Driven Heuristic Search

Much of the work on heuristic problemsolving adopts a state-driven
approach that carries our forward chai ning search. This involves

- Selecting a state to chain off
- Finding all operator instances applicable in that state

- EITHER

Appl ying these operators to generate successor states OR

Sel ecting an operator and applying it to generate a new state

The first schenme is standard in nost gane-playing systens, while
the second is comon in nodels of human probl em sol vi ng.



Representati on and I nference in Problem Sol vi ng

Most Al courses introduce heuristic search early on and do not relate
it to other key ideas, but human probl em solving relies on

- Representing sates as relations anbong entities;
- Making inferences about higher-order relations; and
- Matching relational operator conditions agai nst states.

Probl em solving in cognitive systens builds on nore basic abilities
I i ke conceptual inference and execution



Production Systenms and Heuristic Search

Production systens can be used for routine tasks, but they also offer
natural support for state-driven problem sol ving.

- Rules can specify legal conditions on operators and their effects.

- Relational pattern matching determ nes how to instantiate rules
agai nst the current state.

- Conflict resolution strategies |ike recency can produce depth-first
search control

Addi ng appropriate conditions to rules can reduce or elimnate search
suggesting an approach to |l earning heuristic know edge.

One can al so adapt production systens to support goal-driven problem
solving, but this involve witing rules "backwards".



Gane Pl aying as Probl em Sol vi ng

Research on pl ayi ng board ganes has been central to Al and cognitive
sci ence since their inception for a nunber of reasons:

a. Ganme pl ayi ng concerns agency, since it involves goal-directed
behavior in a dynanm c domai n that changes in unpredictable ways.

b. Ganes rules are sinple and abstract, yet they generate a |large
variety of situations that challenge even acconplished pl ayers.

c. Thus, they require an interesting conbination of know edge and
search, two factors that play key roles in cognition

Research on ganme playing has led to key insights about the nature
of intelligence, especially in problem solving.



Probl em Sol ving in Chess

Chess has attracted nore attention than other games because it
di spl ays these characteristics so clearly:

- It is a conplete-information, zero-sum two-player game with
reasonably sinple rules

- It is easy for humans to play chess legally but poorly, but also
possible, with experience, to play it very well.

- There are large differences between novice and expert chess pl ayers.

As early as 1945, Turing proposed chess as a good domain in which to
study conputer intelligence.

Chess has al so been popul ar because it is clearly very hard to master,
but not as difficult as sonme ganes |ike Co.



Expertise in Chess

Hi storically, chess masters have often clained that they play chess
wel | because they are smarter than other people, but:

- de Groot showed that masters and novices carried out the sane amount
of search and used simlar strategies |ike progressive deepening.

- Chase and Sinon showed that naster-novice differences in nenory for
chess board does not apply to random boards (describe experinment).

- Beconming a chess master takes ten years of playing and practice,
just as does becom ng an expert in other domains |ike nusic.

Their conclusion was that nmasters differ fromnovices only in know edge
about board patterns and noves appropriate to them



Dr awbacks of Gane- Pl ayi ng Research

However, recent Al research on gane playing tells us little about the
nature of intelligence because it:

- lgnores what we have | earned about gane playing in humans.

- Relies on inordinate anbunts of search and nenory nade possible by
advances in conputing hardware

- Depends on carefully tuned, donain-specific evaluation functions
to guide search that will not work on other ganes

Pel | (1993) and Epstein (1999) report sonme of the few efforts that run
counter to this trend

The General Gane Pl aying (ganes.stanford.edu) conpetition, nowin its
Nt h year at AAAlI, has extended this idea further.



Assignnents for Meeting 14
Goal - Driven Probl em Sol vi ng

Read the articles:

- Langley, P., & Choi, D. (2011). Ilcarus user’s manual (Techni cal
Report). Institute for the Study of Learning and Expertise, Palo
Alto, CA (Read Section 4) [required]

- Newell, A, & Sinon, H A (1961). GPS, a programthat sinulates
human thought. In H Billing (Ed.), Lernede automaten. Minich:
A denbourg KG Reprinted in E A Feigenbaum & J. Fel dman (Eds.),
Conput ers and thought. New York: McGawHill, 1963. [optional]

- Mnton, S., & Carbonell, J. G (1987). Strategies for |earning search
control rules: An explanation-based approach. Proceedi ngs of the
Tenth International Joint Conference on Artificial Intelligence
(pp. 228-235). Mlan, Italy: Mrgan Kaufmann. [optional]

- Examine the fourth exercise (due 11:59 PMon 3/9/2011) and bring
questions about it to class.



