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Notes for Meeting 5
Rul e- Based Deductive Reasoni ng

Revi ew of Synbolic Patterns and Pattern Matching

Synbolic patterns are a special type of synbol structure that can
characterize classes of situations.

A common form of synbolic pattern is a set of list structures that
share variables that refer to the same item

Synbolic pattern matching lets one find mappings froma pattern
to a set of beliefs or facts.

The notion of pattern natching plays a central role in Al and
cogni tive science.

Reasoni ng

The ability to REASON is one of the hallmarks of human intelligence.

In the abstract, reasoning involves the generation of a conclusion
fromone or nore other statenents.

Reasoning utilizes some formof know edge to drive such inferences.

The typical formof know edge is a RULE, which is a special form
of synbolic pattern.

The broad field of rule-based systens is built on this key idea.
Applications of Reasoning

We can use reasoning nmechanismto autonmate any task that requires
meki ng i nferences:

- proving theorens in |logic and geonetry

- solving problenms in physics and thernodynam cs

- diagnosing a mal functioning device

- checking a schedule for constraint violations

- determining if you have satisfied course requirenents

One can formulate many real -world tasks in ternms of reasoning over
synmbolic rules.

The Semantic Wb is an inportant upcom ng application of rul e-based
processi ng.
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Synbol i c Rul es

Bef ore we can di scuss processes, we nust first consider representation.

We can define a rule as a two-part synbolic pattern that includes:

- Conditions or antecedents (usually a conjunctive pattern) that
specify the situations in which the rule applies; and

- Effects or consequents that state the results or conclusions to
draw in these situations.

Typical rules include pattern-match variables that are shared across
the two parts.

Synbolic rules of this sort underlie much of Al, including many
conmmer ci al applications.

Exanpl es of Rul es
Different frameworks use different formalisns for synbolic rules.
Prol og:
bet ween( Bl ockl, Bl ock2, Block3) :-
bl ock(Bl ockl), bl ock(Bl ock2), block(Bl ock3),
| eft-of (Bl ockl, Block2), Ieft-of(Blockl, Block2).
| carus:
((between ?bl ockl ?bl ock2 ?bl ock3)
:percepts ((block ?blockl) (block ?block2) (block ?block3))
:relations ((left-of ?blockl ?block2)
(left-of ?block2 ?block3)) )
OPS:
((bl ock =bl ockl) (block =block2) (block =bl ock3)
(=bl ockl Il eft-of =block2) (=block2 |eft-of =block3)
=>

(=bl ock2 between =bl ockl and =bl ock3))

Advant ages of Rul es

Rul e-based representations are useful for building intelligent systens

because of their:
- Generality (useful in many different domains)
- Modul arity (manageabl e chunks created i ndependently)
- Dynamic conposability (can be conbined at run tine)
- Declarative character (rather than procedural)

Taken together, these nake rules the representation of choice for
many Al systemns.
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Deducti ve Reasoning

An inportant special case of rul e-based reasoning is deductive
i nf erence, which assunes:

- Aset of logical rules (typically in first-order predicate |ogic)
- A set of facts or given statenents

Deductive nethods use this content to generate new rules or facts
that follow deductively.

The "l ogical A" paradi gm adopts deductive inference as its prinmary
net aphor for studying intelligence.

One- St ep Reasoni ng
The basic operation in deductive inference is one-step reasoning.

Gven a logical rule and a set of facts, this involves matches
the rule’ s antecedents and inferring its consequents.

E.g., assune the facts (left-of A B), (left-of B C), (left-of C D),
and the rule
(between ?bl ockl ?bl ock2 ?bl ock3) <=
(left-of ?blockl ?block2) (left-of ?block2 ?block3)

One-step reasoning would match the rule in two ways and draw two
concl usions: (between A B C) and (between B C D).

Dynani ¢ Conposition

One-step reasoning has only limted useful ness, but one can al so
conpose rules dynam cally to support multi-step reasoning.

This involves chaining two or nore rules by matching or unifying
antecedents in some wWith consequents in others.

E.g., assune the facts (taller Abe Bob), (taller Bob Cal), and
(taller Cal Dan), along with the rule
(taller ?x ?z) <= (taller ?x ?y) (taller ?y ?z)

One inference that follows is (taller Abe Dan), which conmes from
chaining this rule on itself.

O course, longer chains of rules are possible, which gives the
net hod consi derabl e power.

Query-Driven Deductive |nference
Mbst Al work on deductive reasoning assunes a query-driven approach:
- Gven: A set of inference rules, a set of facts, and a query;
- Find: A proof that derives all instances of the query.
- Most approaches to this task reason backward fromthe query.
- This is sonetinmes referred to as goal -di rected reasoni ng or
backward chai ni ng.
Nearly all |anguages for |ogic programming operate in this manner.

Logi cal databases are one inportant application, but this approach
has been used to many different ends.
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Search in Deductive Inference

As Cenesereth and G nsberg note, query-driven deductive inference
can require search. This has two aspects:

- selecting a rule to use when chaining off a literal (OR search)
- selecting an antecedent to chain over within a rule (AND search)

Most systens carry out depth-first search through the resulting
AND/ OR space to produce a proof (AND) tree.

This can lead to extensive backtracking during search, but there
has been little progress on nore informed search nethods.

Early Work on Deductive Reasoning
Some of the earliest Al research focused on deductive reasoning:

- Newel |, Shaw, and Sinmon's Logic Theorist: First running Al system
it proved theorens in propositional logic, introduced notion of
heuristic search, was based on studies of hunan reasoning.

- Slagle’s SAINT: Solved problens in synbolic integration and
clarified notion of search through an AND/ OR space, now a
conmmon concept in automated reasoning.

- Robinson’s resolution theorem proving: Conbined unification with
chaining, widely used in the automated reasoning commnity, |ed
to logic programm ng | anguages |ike Prol og.

Dat a- Dri ven Deductive | nference

One can also carry out deductive reasoning in a bottomup, data-driven
manner :

- Gven: A set of inference rules and a set of facts;
- Find: Some or all conclusions that foll ow deductively.

This approach is used in some Al systenms, but it is nuch |ess commopn
than query-driven nethods.

Many human i nferences appear to happen in an automated, bottom up
fashion, as in |anguage, but these are not always deductive.

The Icarus inference nodul e operates in a bottomup manner that
draws deductive conclusions fromrules and percepts.

Assignments for Meeting 6
Abductive | nference

Read the article:

- Leake, D. (1995). Abduction, experience and goals: A nodel of
everyday abductive expl anation. Journal of Experinmental and
Theoretical Artificial Intelligence, 7, 407-428. [Pages 1 to 13]

- Bridewell, W, & Langley, P. (2011). A conputational account of
everyday abductive inference. Technical report, Institute for the
Study of Learning and Expertise, Palo Alto, CA

- Read Section 2 of the Icarus manual in preparation for the second
exerci se.




