Notes for Meeting 14
Goal - Driven Probl em Sol vi ng



Revi ew of Probl em Sol vi ng
To review, we can fornulate the abstract task of problem solving as:
- Gven: Acurrent situation for a real or imagined environnent;
- Gven: A specification for some desired situation; and

- Gven: A set of operations for changing situations and
constraints on their use;

Generate: A situation that satisfies the specification and
(optionally) a sequence of operations that produces it.

The ability to solve unfaniliar problens of this sort is one of
the hal l marks of human intelligence.



Revi ew of State-Driven Problem Sol ving

One approach to heuristic problemsolving carries out forward-chaining
search that is driven by the state. This involves

- Selecting a state to chain off
- Finding all operator instances applicable in that state
- ElI THER
- Applying these operators to generate successor states OR
- Selecting an operator and applying it to generate a new state

Many action-oriented Al systens adopt this framework, and it is
especi al ly popular in work on ganme playing.

However, it is clear that humans sonetines engage in another form
of problem solving that chains backward from goal s.



Revi ew of Query-Driven Inference

We have seen that an agent can draw i nferences and prove theorens by
a process of backward chai ning that alternates between

- Selecting a rule to use when chaining off a literal (OR search)
- Selecting an antecedent to chain over within a rule (AND search)

This process produces a proof tree that derives answers to the query
fromground literals.

Many Al reasoning systens adopt this framework, especially those
concerned w th deductive inference.

However, it assunes that inference rules are nonotonic, nmaking it
insufficient for action-oriented tasks.



Means- Ends Anal ysi s

Newel | and Sinon (1961) report anal yses of think-aloud protocols on
a probl em sol ving task.

To explain the behavior, they propose means-ends anal ysis, which:
- Transforns state S into desired state D hy:

- Finding differences between S and D;

Sel ecting an operator O that reduces sone of D

- If operator Os conditions do not match S, then transformng S
into a state S that matches O s conditions;

Applying Oto S or S to produce new state S ';

Transformng S’ into D

They incorporate this mechani sm (organi zed differently) into the
General Problem Sol ver (GPS), an account of hunman probl em sol vi ng.



Applications of Means-Ends Anal ysis

Resear chers have shown that nmeans-ends analysis is useful in a variety
of settings, including:

- Many standard puzzl es
- Al gebra and physics problens
- Many pl anni ng tasks

There is conpelling evidence that nmeans-ends anal ysis plays a key role
in many human probl em sol ving activities.



Ext ensi ons to Means- Ends Anal ysi s

Researchers have repeatedly built on the versions of neans-ends anal ysis
found in Newell and Sinmon's GPS

- STRIPS extended the approach to operate over logic-like formalisns
and introduced macro-operator | earning;

- Prodigy introduced search-control rules and techniques for | earning
them from success and fail ure;

- G PS added probabilistic annotations on operators and incorporated
met hods for updating them and

- lcarus conbi ned neans-ends anal ysis with hierarchical task networks
and provided a way to acquire them

These advances have produced a deeper understandi ng of goal -driven
approaches to probl em sol vi ng.



Critiques of Means-Ends Anal ysis
Al pl anning researchers often criticize neans-ends anal ysis because it:
- is entirely driven by goals but ignores interactions anong them
- this causes it difficulty on tasks |like the "Sussman anonal y"

- but one can adapt the nethod to prefer backward chai ni ng but fal
back on forward chaining

- treats plans as totally ordered, whereas using a partial ordering
can avoi d redundant search

- but experinents show that partial-order planners are not always
superior to total-order nethods.

In response, there has been substantial work on "l east-comitnent”
met hods for problem sol ving and pl anni ng.



Met hods for Partial -Order Pl anning

The 1980s and 1990s saw substantial work on a new class of planning

ne

t hods that:

encoded plans as a set of partially ordered operator instances;
carried out search through the space of partial plans;

chai ned backward from unachi eved goal s or subgoal s; and

checked for and avoided interactions anpbng these goal s.

Work on partial -order planning enphasi zed | ogical properties |ike
conpl et eness of search and correctness of resulting plans.



Means- Ends and Hi erarchi cal Task Networks

Means-ends anal ysis has an interesting connection to hierarchical task
networks that is sel dom noted

- Means-ends sol ves a probl em by deconposing it into subproblenms, but
it must search through the space of such deconpositions.

- An HTN pl anner takes advantages of known deconpositions to constrain
f or war d- chai ni ng search or execution

- This suggests that hierarchical task networks are generalized traces
of successful neans-ends anal ysis.

| carus adopts this relationship between know edge, problem sol ving,
and | ear ni ng.



Interl eaving Planning with Execution

The 1980s saw a shift from "cl assical planning" to reactive behaviors,
whi ch enphasi zed execution and control because:

- Most Al researchers had assuned that planning operate entirely in
the agent’s head.

- But basic neans-ends anal ysis alternates between chai ni ng backwards
from goal s and appl yi ng operators when conditions are net.

- Newell and Sinmon never said that neans-ends was entirely internal
and human probl em solving (e.g., on Tower of Hanoi) is not.

Thus, neans-ends analysis lends itself naturally to interleaving of
probl em sol vi ng/ pl anni ng wi th execution



Probl em Sol ving in Icarus
The lcarus architecture includes a problemsolving nodul e that:
- Builds on nodul es for conceptual inference and skill execution

- Cones into play whenever the system encounters probl ens that
known skills cannot handl e;

- Incorporates a nodified version of means-ends analysis; and

- Interl eaves backward chaining fromgoals with forward chai ni ng
execution fromthe current state.

This nodul e provides Icarus with the ability to solve novel problens
in simlar ways to humans.



Goal s and Problens in |carus

Al t hough the Icarus problem solver draws on existing structures |ike
concepts, skills, beliefs, and intentions, it also requires:

- goals, which describe desired beliefs that
- may be uninstantiated, e.g., (on ?x ?y)
- may be partly instantiated, e.g., (on ?x A)

- may involve negation, e.g., (not (on ?x A))
- probl ens, which describe desired belief states as

- a set of goals that nay share vari abl es
- bi ndi ngs between variabl es and constants
- differences between goals and beliefs

Probl enms nmay al so have an associated intention that ains to achieve
its goals, and intentions nmay have associ ated subprobl ens.



Problens and Intentions fromthe Bl ocks Wrld

(problem:id P1

:goal s ((not (on ?other A)) (ontable A) (not (holding ?any)))
: bi ndi ngs ()

:differences ((not (on B A))))

(intention :id 11 :parent Pl

: head (unstack B A)

: bi ndi ngs ((?from. A (?on . B))

:conditions ((on B A) (not (on ?other B)) (not (holding ?any)))

ceffects ((not (on B A)) (holding B))
(problem:id P2 cparent 11
:goal s ((on B A (not (on ?other B)) (not (holding ?any)))

: bi ndi ngs ((?from. A (?on . B))
:differences ((not (on C B))))

(intention :id 12 :parent Pl

: head (unstack C B)

: bi ndi ngs ((?from. B) (?on . Q)

:conditions ((on CB) (not (on ?other C) (not (holding ?any)))
ceffects ((not (on CB)) (holding Q)



Probl em Sol ving in Icarus

I carus uses a variant of means-ends analysis to solve novel task
given a new or current problem it:

- Generates all bindings and associ ated differences
- Selects one set of bindings / differences at random

- Finds all skill instances that would renmove any difference or
that match the current state

- Selects one skill instance heuristically and stores as intention
with the problem

- If the intention's conditions match current beliefs, calls the
execution nmodule to carry out the intention

- O herwi se creates a new subprobl em based on these conditions
and stores with the intention

This nmechanismis simlar to earlier work on GPS, STRIPS, and
Prodi gy, but differs in inportant ways.



Heuristics for Selecting Intentions

Icarus relies on two nuneric heuristics to select anong candi date
i ntentions:

- Prefer skill instances that reduce nore differences (unsatisfied
goal s) associated with the probl em

- Prefer skill instances that have fewer conditions unnmatched by
the current belief state.

The probl em sol ver applies these |exicographically, with the first
one taking precedence by default to produce backward chai ni ng.

When one changes the setting to give the second priority, the system
carries out forward-chaining execution biased by goals.



Assignnents for Meeting 15
Creativity in Problem Solving

Read the articles:

- CGoel, A (1997). Design, analogy, and creativity. |EEE Expert,
12, 62-70.

- Work on the fourth exercise (due 11:59 PMon 3/11/2011) and bring
questions about it to class.



